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The development of the Multi-Agent Intelligent Decision Support System (MAIDSS) consisting of 
software modules that independently solve their private problems and combine their local capabilities to 
solve a common problem, extends the scope of automation of information processes to poorly formalized 
areas in which to make informed decisions it is necessary to perform logical inference, analyze large 
amounts of data and adapt to the conditions of uncertainty and non-stationarity of the environment. 

According to the agent-based approach in the MAIDSS a complex problem is reduced into sub-
tasks, which are solved by intelligent (applied) software agents. The cognitive data structures, logical 
inference methods, and artificial neural networks included in the applied software agents allow agents 
to act rationally and adapt to the environment. The Knowledge Representation and Processing Subsys-
tem (KRPS) and Multi-Agent Reinforcement Learning (MARL) allow applied software agents to ac-
cumulate experience through interaction with each other and with the environment [1–8]. 

To create a highly efficient MAIDSS, it is necessary to develop a subsystem for managing a Dis-
tributed Knowledge Base (DKB), which should synthesize the optimal logical structure of the DKB or 
adapt the existing structure to the changing conditions of non-stationary environment, as well as time-
ly and adequately respond to situations arising from the deficit of computational or time resources. 

In order to increase manageability and accessibility of the DKB, the division of stored knowledge 
base objects into batches – partitions with different physical storage parameters is used. Some frag-
ments of the DKB are of uncertain nature. Automating the processing of such fragments allows model-
ing complex causal relationships between concepts of some problem domain and increasing the range 
of sampling by query. 
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